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SELF INTRODUCTION
I have experience in modeling human in the world us-
ing computer vision andmachine learning techniques.
My previous work mainly focused on skeleton-based
action recognition, online action detection, spatial-
temporal action localization, and pedestrian tracking.
I am also familiar with Generative Adversarial Net-
works, Object Detection, Weakly Supervised / Unsu-
pervised Learning, Visual Question Answering.

SKILLS
PyTorch Caffe2 ○○○○○

TensorFlow Keras Theano ○○○○○

Python C ○○○○○

C++ LATEX JAVA ○○○○○

HTML JavaScript Lisp ○○○○○

Deep Learning AlgorithmDesign ○○○○○

Operation System Networking ○○○○○

EDUCATION
M.Sc. in Computer Vision
CarnegieMellon University
� Aug. 2018 –Dec. 2019 ½ Pittsburgh, U.S.A
– GPA: 4.17/4.0

B.Sc. in Computer Science, Summa
Cum Laude
Peking University
� Sep. 2014 – Jun. 2018 ½ Beijing, China
– GPA: 3.59/4.0
–Outstanding Graduation Award of Beijing
– Excellent Research Award of Peking University
–Outstanding Student Award of Peking University

PRIZE
3 ACCVWorkshopWinner

Large Scale 3DHuman Activity Analysis
Challenge in Depth Videos, 2016

3 Meritorious Prize
TheMathematical Contest inModeling
(MCM), U.S.A, 2016

3 Bronze Prize
National Olympiad in Informatics (NOI),
China, 2013

RESEARCH EXPERIENCE
Applied Scientist Intern
Amazon AWSRekognition
� May 2019 – Aug 2019 ½ Seattle,WA, U.S.A
Spatial Temporal Action Localization
• Design a balanced training scheme to deal with long-tail action data.
• Design a deep indexmodule tomodeling temporal information selec-
tion. <Caffe2 in Python>

Research Assistant
Wangxuan Institute of Computer Technology, Peking University
� Feb. 2016 – Jul. 2018 ½ Beijing, China
Advisor: Jiaying Liu, Associate Professor, PKU
Skeleton-based Action Recognition andOnline Detection
• Proposed a LSTM-based Temporal Perceptive Network with short-
term kernel to capture detailed action feature. This methodwin the
ACCV2016 skeleton-based action recognition workshop. <Keras>

• Proposed a LSTM-based online network to detect action intervals and
forecast action occurrences synchronously. <Lasagne in Python>

• Built a largest skeleton-based action dataset for continues action de-
tection, which was used for IEEE ICME 2017workshop.

• Published 3 paper in ACMMultimediaW2017, BMVC 2017, and
ICASSP 2017 (2 first author, 1 second author); Filed one pending-
patent in China. (first author)

Research Summer Intern
Robotics Institute, CarnegieMellon University
� Jun. 2017 – Sep. 2017 ½ Pittsburgh, PA, U.S.A
Advisor: Deva Ramanan, Associate Professor, CMU
• Proposed a pixel-wise non-parametric method to interpret pixel-
wised CNNs based onNearest Neighbors. Technical Report <Tensor-
flow in Python>

SELECTEDPROJECTS
Embedded Pedestrian Tracking andDetection
CarnegieMellon University, Capstone Project
� Feb 2019 –Ongoing
Advisor: Kris Kitani, Associate Research Professor, CMU
• Developed a real-time pedestrian tracking system,MoSiamRPN.

Mixed-Reality Educational System for Children
NoRILLA
� Feb 2019 – Aug 2019
Advisor: Nesra Yannier, Postdoctoral Fellow, CMU
• Developed visionmodule for NoRILLA education system, a patented
mixed-reality educational system bridging physical and virtual worlds
to improve STEM learning for children in primary schools.

https://echo960.github.io/
https://www.linkedin.com/in/chunhui-liu-65081b12b/
https://github.com/ECHO960
http://rose1.ntu.edu.sg/ActionRecognitionChallenge/
http://rose1.ntu.edu.sg/ActionRecognitionChallenge/
http://39.96.165.147/people/liujiaying.html
http://www.icst.pku.edu.cn/struct/icmew2017/index.html
https://arxiv.org/abs/1703.07475
http://59.108.48.5/struct/Projects/tpnet.html
https://ieeexplore.ieee.org/abstract/document/7952447
https://www.cs.cmu.edu/~deva/
https://arxiv.org/abs/1711.10683v4
https://mscvprojects.ri.cmu.edu/2019teami/
https://www.norilla.com/

